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Abstract—In this article, we introduce a novel cooperative
target tracking algorithm, namely, the quantum-inspired belief
propagation (BP), aimed at rectifying the limitations observed in
existing localization algorithms employed in multitarget cooper-
ative tracking scenarios. Leveraging the principles of quantum
superposition, our algorithm seeks to alleviate the uncertainty
inherent in message fusion within BP frameworks, thereby
enhancing the accuracy and stability of multitarget coopera-
tive localization. The utilization of the quantum Monte Carlo
method facilitates the simulation of the message distribution
process, with quantum particles embodying the superposition of
multiple states concurrently. This approach effectively addresses
the intractable integrations encountered in message updating
on factor graphs (FGs), rendering the algorithm agnostic to
the number of particles involved. Moreover, quantum unitary
transformations and quantum closed box operations are deployed
to encode FG function nodes for the propagation of quantum
messages. This innovation surmounts the challenge posed by
traditional FG function nodes’ inability to process quantum
messages. Experimental findings corroborated the superiority of
the proposed algorithm in terms of accuracy and robustness.

Index Terms—Cooperative tracking, multitarget, quantum

belief propagation (BP).

EARCH, detection, and tracking of targets play pivotal
Sroles in numerous military and civil missions [1]. In
recent decades, multitarget cooperative localization (MCL)
has found widespread applications, such as autonomous driv-
ing [2], autonomous aerial vehicles formation [3], and robot
distribution [4], [5], among others. Within the realm of MCL,
several challenges must be addressed, including the acquisition
of accurate measurements, effective fusion of information, and
estimation of desired target states [6].

The field of multitarget state estimation and tracking has
witnessed significant advancements primarily rooted in the
principles of Bayes’ theorem [7]. Target state estimation has
been explored by Esmailifar et al. [1], Martinez et al. [8], and
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Zhan et al. [9] using the extended Kalman filter (EKF). Ivey
and Johnson [10] conducted a comparative analysis of target
positioning performance, evaluating the efficacy of both the EKF
and the square root unscented Kalman filter (UKF). Nevertheless,
these conventional approaches encounter challenges, such as
signal interference and error accumulation, which contribute
to estimation errors and biases. Wang et al. [11] proposed the
uncertainty-constrained resampling-based particle filter (UCR-
PF) method to address these issues. However, the particle filter
sampling process in this method relies on the establishment
of an error ellipse, which inevitably increases computational
complexity. Moreover, the UCR-PF does not account for
message fusion between multiple targets.

Belief propagation (BP) [12], also known as the sum-
product algorithm, offers an efficient solution for addressing
the multitarget state estimation problem. BP operates by prop-
agating messages along the edges of a factor graph (FG) [13],
which serves as the statistical model representation for the
inference problem. Meyer et al. [14] proposed a BP method
for tracking an unknown number of targets. However, its appli-
cability is restricted due to the need for performing message
passing on a specific FG. Wu et al. [15] proposed a time-of-
arrival (TOA)-based passive multitarget localization method
with inaccurate receivers based on BP. They introduced a
sample-based method to represent messages by particles to
address the intractable integrations in message updating on
FG. However, the computational complexity depends on the
particles’ number. Sharma et al. [16] proposed decentralized
Gaussian filters for cooperative self-localization based on BP.
It only works when the message distribution is Gaussian. The
adaptive kernel Kalman filter-based BP (AKKF-BP) algorithm
proposed in [17] is capable of tracking an unknown and time-
varying number of targets. However, the stability needs to be
considered.

To address the aforementioned issues, this article proposes
a quantum-inspired BP algorithm (CT-QBP) for the MCL
problem. The key contributions of this article are summarized
as follows.

1) We propose a quantum-inspired BP algorithm (CT-QBP)
for the MCL problem. The algorithm leverages the quan-
tum superposition property to mitigate the uncertainty
associated with message fusion in BP, thereby enhancing
the accuracy and stability of MCL.

2) We employ the quantum Monte Carlo idea to simulate
the quantum message distribution. Quantum parti-
cles can simultaneously represent the superposition
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of multiple states, thereby addressing the intractable
integrations in message updating on FGs.
3) We utilize quantum unitary transformations to quantize
FG function nodes for propagating quantum messages.
We introduce the Grover node and the Measure node
to expedite the search for an optimal quantum state and
collapse it into a classical state efficiently.
The remainder of this article is organized as follows. Section
IT briefly introduces FGs, BP and quantum computation.
Section III briefly introduces the model of the MCL problem.
Section IV describes the specific process of the proposed
quantum-inspired BP algorithm. Section V shows the results
and discussion of numerical experiments. Section VI summa-
rizes this article.

II. RELATED WORK
A. Factor Graph and Belief Propagation

In the domain of probabilistic modeling, FGs serve as a
prevalent graphical representation of joint probability distri-
butions and variable relationships. These graphs consist of
nodes representing random variables or variable collections,
and edges denoting dependencies or factors [13].

FGs have broad applications in probability inference, learn-
ing, planning, and beyond. In machine learning, they are
employed for classification, regression, clustering, and similar
tasks [18], [19], [20]. FGs also play crucial roles in natural
language processing tasks, such as part-of-speech tagging,
named entity recognition, and syntactic parsing [21], [22].
Additionally, they are valuable in image processing tasks like
image segmentation and restoration [23]. Moreover, FGs facil-
itate collaborative localization and navigation by establishing
interaction models among multiple agents and frameworks for
state estimation [24], [25], [26]. They represent each agent’s
observation and state as nodes, using edges to describe
information sharing and interaction among agents, thereby
enabling comprehensive consideration of uncertainties and
dependencies in multiagent systems for accurate modeling and
inference of positions and trajectories.

FGs simplify problems and enhance computational effi-
ciency by explicitly capturing variable dependencies. The BP
algorithm is a potent computational technique for precise
probability inference on FGs [12]. Operating on the principle
of probability propagation, this algorithm iteratively computes
the probability distribution of each node. Its applications span
diverse domains, including speech recognition [27], machine
translation [28], [29], and image recognition [30], [31].
Moreover, BP aids in collaborative localization and navigation
by fusing observation and state information from different
agents to determine confidence levels on each agent’s position
and trajectory [32], [33]. Integrating BP with sensor fusion,
Kalman filtering, and other techniques enhances the accuracy
and robustness of position and trajectory inference.

In practical applications, FGs and BP algorithms require
optimization and adaptation to specific scenarios, consid-
ering real-time performance, computational efficiency, and
robustness in fields like robotic collaboration and autonomous
driving. Thus, further research is necessary to optimize FGs
and BP algorithms to meet practical application requirements.
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B. Quantum Computation and Quantum Algorithm

Quantum computing represents an advanced computational
paradigm rooted in the principles of quantum mechanics,
offering computational capabilities and advantages that surpass
classical computing [34]. In quantum computation, qubit is
the primary object of information carrier, as bit in classical
computation. Think of classical bits as light switches that can
be either “off” (0) or “on” (1). In contrast, qubits are like
dimmer switches that can be in a state of “on,” “off,” or any
level of brightness in between simultaneously. This ability to
exist in multiple states at once is known as superposition.
Superposition allows a qubit to perform multiple calculations
at once. Imagine flipping a coin; while it is in the air, it is
not just heads or tails, but both possibilities at the same time.
Only when it lands does it reveal a definite outcome. Similarly,
qubits can represent multiple outcomes simultaneously until
measured. A qubit can be denoted as |Y) = «|0)+B]|1), where
o and B are called amplitudes and satisfy the normalized
equation: |Ol|2 + |,8|2 = 1 [35]. Once a qubit is measured, it
will collapse into certain eigenstates. In other words, under the
probability of la|? or |BI? |¥) collapses into |0) or |1) after
being measured. Further, the quantum mechanics introduces
an essential matrix named unitary transformation matrix U.
The matrix U is utilized to transform the quantum state |i)
to different quantum state |¥') as |') = U|y). U is required
satisfying UTU = UU' = I, where I represents identity
matrix. Quantum logic gates can be interpreted as matrices
that modify the state of qubits. This is similar to those of
classical gates, but one key difference between quantum logic
gates and classical ones is that quantum gates are always
invertible (from the unitary condition), while some classical
gates like NAND are irreversible (e.g., if the output of a
NAND gate is 1, we do not know if the input is 00, 01, or
10). The general form of a quantum gate taking in n input
qubits is some unitary matrix in U(2"). There are a lot of
significant quantum gates designed for a particular operation.
More introduction about quantum gates can be found in [35].
Quantum circuits are usually composed of multiple quantum
bits and quantum gates. It is common to use both classical bits
and qubits in a quantum circuit. To distinguish between the
two, the flow of classical bits is represented by two lines, while
the flow of qubits is represented by a single line. Quantum
circuits are acyclic, meaning that there are no loops, unlike
classical circuits. Classical circuits allow wires to be joined
together or split/copied. Quantum circuits cannot do this since
it is not invertible. Every gate must be an n X n unitary
operator.

Quantum algorithms are generally implemented by con-
structing quantum circuits using qubits and quantum gates. For
instance, quantum search algorithms are search methods that
locate a specific element in an unordered array in logarithmic
time. These algorithms outperform classical counterparts by
completing the search task in significantly less time. Grover’s
algorithm, for example, can find the target element in an
unordered array in O(W) time, whereas classical algorithms
require O(N) time [36]. Such algorithms have been effec-
tively applied in chemistry calculations [37], optimization
problems [38], and other fields. In this article, the messages
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Fig. 1. Classical global FG of P()A(lzz\xozzszlzz)» where k = 0:22, M = 2,
and N = 2.

in BP will be represented by qubits, and Grover’s algorithm
will also be applied to the message propagation process.

III. MULTITARGET COOPERATIVE MOTION MODEL

In the collaborative network, the system consists of N target
agents and M fixed nodes. The target agents set is represented
as N ={1,2,..., N}, while the fixed nodes set is represented
as M ={1,2,..., M}. The time sign is represented by #;. The
target agent n can obtain internal measurements Z,iznt (heading
angle and step length) via the inertial sensors and mutual
measurements Z,rflut (distance) via the distance sensors. The
position information X1, of agent p at time ;41 may be
derived by transitioning from X, at f, using the heading
angle 6y , and step length Sg

Xiv1,p = Xip +F Ok ps Skp)- (D
Then, the internal measurements can be represented as follows:
2

Define the distance between the target agent p and g as dy p 4.
Then, the mutual measurements can be represented as follows:

> 3)

g€INUMN(p}

len;(,p = [QIZK,pv Sl:K,p]-

mut
Zl:K,p - dl:K,p,q~

IV. QUANTUM BELIEF PROPAGATION FOR
COOPERATIVE TRACKING

A. Global Function Decomposition

This work aims to determine the target agents’ location by
using their internal and mutual measurements. We mapped it as
a global function f()Afl;K, Xo:x, Z1:x). )A(1;K and Xo.x represent
the posterior information and prior information, respectively.
Z1.x represents the internal and mutual measurements. The
global function could be represented as follows:

f()A(l:Kv Xo:k» Zl:K) = P(XI:K|XO:K: zn, len;?)

P(Z??IU([ 1X1:x. Xok, Zi"}()[’ (XI:Ka Xo:k» Zi“}()
p(Xox. Zit%. ZT) '

“4)
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Given that the mutual measurements are only dependent on
the position information, the global function can be simplified
as

p<5(1:K|XO:Ks ZI:K)
“P(Zi?}?lxox)l?( if;l}Xm:K,Xo:K)P<X1:K,X0:K)- ©)

Given that the movement adheres to the principles of a Markov
process, it is possible to change the global function as follows:

P(ZT?IXO:K)P(ZF}(I)A( K> XO:K)P (f( K> XO:K)
K I'e .
o [Tr(z %) [Tp(Z0% 1% %)
k=1 k=1

K
(P(Xo) ]"[(p(XHXk_l)p(XuXk)))
k=1
MUN .
o [T p(o.) TT(p@™ 1XopGilx0
n=1 k=1
MUN . . .
l—[ (p(Xk,n|Xk—l,rz)P(ZiI;1]an|Xk,n»Xk—l,n)))
n=1
MUN K .
o« [ (p(xo,,»H(p(xk,n|xk_1,n)>

n=1 k=1

K
P s Sim10) [T (P K0P RilX0). ©)

k=1
Therefore, the global function could be expressed as an
FG as shown in Fig. 1. Two black boxes represent fixed
nodes, while the red and blue represent two target _agents.
Sk,n (Xk,n» Xk—l,n) = p(Xk,n |Xk—l,n)p(zllr;11t(’n |Xk,na Xk—l,n)’
f2Xon) = p(Xo.n), and f(ZP, Xe, Xi) = p(ZP™|Xi)p (X |Xi).

B. Quantum Representation of Message

The BP method is often used for inference in graphical
models, particularly FGs. The joint probability distribution
is obtained by multiplying the continuous probability distri-
butions as the message propagates on the FG. However, it
is difficult for traditional BP to handle nonlinear and non-
Gaussian probability distributions. Drawing inspiration from
the concept of Monte Carlo, it is possible to use a collection of
particles to estimate the probability distribution of the agent’s
initial state. Specifically, given the prior distribution p(Xp ,) of
a single agent, the expected value E[g(x)] of the distribution is
supposed to be estimated by the Monte Carlo method, where
g(x) is some function. The set of sample points X/ wi €
{1,2,...,R} can be obtained by randomly sampling from
the distribution p(Xp ,). The expected value E[g(x)] can be
obtained by using the function g(x) to calculate the function
value corresponding to the sample points and averaging it, i.e.,

R
1 .
Elg0l~ = > 8(X).,). @)
i=1
The propagation and calculation of messages could be trans-
formed into an operation of particles. Nevertheless, the
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precision and complexity of the method will be influenced
by the quantity of particles. According to the postulates of
quantum computing, a composite system of multiple qubits
can be used to map to a particle state space representing a
distribution. The basis vectors of a quantum composite system
map to one of the particles representing the distribution. The
transition of the particle state is evolved in the way of quantum
unitary transformation. Let Ny = 2™ denote the quantum
particle space size, where m indicates the number of qubits.
Then, the mapping relationship between the particle swarm
and the composite quantum system can be expressed as

1:1.,1
‘PIENS>>_)‘P1Em>>= Z Cylp) (8)
p=00...0

where I’P,((N‘)) denotes the quantum particle set at time #,

whose space size is Nj. I’P,((m)) denotes the composite system

consisting of m qubits, used to represent the quantum particle

states. C,, denotes the amplitude of state |p), and the condition
m

—_——
11...1

Z |Cp|2 = 1 is satisfied. In other words, |C17|2 describes
p=00...0
the probability that |P,Em)) collapses to |p) after measurement.
Usually, the initial state of a qubit is the ground state |0), which
could be transformed to a superposition by the Hadamard gate
H as follows:

HI0) = i[l ! }H E im = Lo+
V2L 1 —=1]]0 V211 V2 '
©))
Then, the state space could be initialized by the Hadamard gate
with the superposition of 2™ possible eigenstates as follows:
m
——
(P,(;")) — H®"(00...0)

2m—1
1

J2am

1
00...0)+...+[11...1)) = —
( ) | ) Tm;'p)

(10)

where ® denotes the tensor product operation, which describes
the joint state of multiple qubits. According to the quantum
1

representation of particle state, —— is corresponding to the
n

probability amplitude C,. The Hadamard transform can be
represented as follows:

om| 1l —1

whose function is to transform the ground state into a superpo-
sition state. Then, the initial state could be represented by the
form of a quantum particle swarm, with each quantum particle
executing state transition by function node S with different
velocities simultaneously. The process of message transmis-
sion is equivalent to the propagation of quantum particles. As
shown in Fig. 2, the quantization process is represented by

(1)
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t=0—
t=1—
Fig. 2. Quantum global FG of P(Xl:2|X0:2: Z1:2), where k = 0:2,M = 2,

and N = 2. The defined function node Q(X, X) represents the quantization
process.

[}

a new function node Q(X, )'f), where X denotes the classical
variable and X denotes the quantum one. In contrast to the
classical FG of Fig. 1, Fig. 2 shows which part of the function
node Q plays a role. Due to the quantization of the message,
the classical FG of the local function f(Z,‘(“ut,Xk,)A(k) will
be changed. The following section will detail the quantum
message propagation, which introduces some new function
nodes.

C. Quantum Message Propagation

In a classical FG, a message is a probability distribution of
being passed from one node to another. Drawing inspiration
from the concept of Monte Carlo, it is possible to use a
collection of particles to simulate the probability distribution.
And quantum superposition allows fewer particles to cover a
wider distribution space, which is detailed in Section III-B.
However, classical function nodes cannot process quantum
messages. Therefore, this article proposes the corresponding
quantum function nodes to solve the problem. The quantum
message propagation process is divided into four stages, which
will be described in detail as follows.
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Fig. 4. (a) Particle state space. (b) Reflection operator. (c) and (d) Geometric
representation of the Grover node.

1) Quantum Particle Propagation: The initial state of an
agent could be represented by the form of a quantum par-
ticle swarm |P®)). The N; quantum particles make state
transitions with equal probability according to internal mea-
surements, represented by the node S.

2) Share the Mutual Measurements: After state transition
based on internal measurements, the quantum particle swarm
meets the equivalent node, denoted as = as shown in Fig. 3.
The equivalent node makes the input message consistent with
the output message. It is connected with the other agent’s
equivalent node by the function node ¢k . n(Xk.m, Xk.n), Which
means that they are sharing their mutual measurements. After
receiving the posterior information from other agents, each
agent will update the weight of quantum message. A quantum
particle could be viewed as a superposition of classical par-
ticles with different weights. However, quantum states cannot
provide any information unless they collapse. The quantum
message will collapse into a set of high-weight particles if
each quantum particle collapses into a high-weight particle,
which leads to accurate estimation. For this purpose, we
introduce two quantum function nodes: 1) the Grover node G
and 2) the Measure node M. The Grover node G integrates
the famous quantum search algorithm, the Grover’s search
algorithm, and amplifies the amplitude of the high-weight
particles. The Measure node M utilizes the measurement
operators to collapse the quantum states.

3) Amplify the Amplitude of High-Weight Eigenstates: To
effectively use the two kinds of quantum function nodes, it is
necessary to carry out a formal transformation on the initial
state mentioned above

1 1
FPY = [Py = —=Ip) + —= D0
‘ k.k 0) \/— N —
1 J2m—1

=@|p>+ VoD ’p

L). (12)

14849

Fig. 5. Four stages of quantum message propagation on FGs. (a) Quantum
particle propagation; (b) Share the mutual measurements; (c) Amplify the
amplitude of high-weight eigenstates; (d) The quantum states collapse.].
Please confirm if this revision is clear.

The particle state space could be represented as a linear for-
mula of two orthogonal vectors via a transformation process.
Let (1/4/2™) = sin0, then (12) could be rewritten as

f(P) = o) = sin1p) + cos 6 |p* )

where |p) is the high-weight particle state superposition and
|pt) is the low-weight one, shown as Fig. 4(a). We will use
the Grover node G to perform the unitary transformation on
the initial state after obtaining the self-information and mutual
measurements, thereby expanding the probability of high-
probability particle state collapse. The Grover node G consists
of several reflection operators. The reflection operator of any
quantum state [vr) is denoted as R|y), which is expressed as
follows:

(13)

Ryyy =2|1¥){¥| — 1. (14)

The reflection operator [36] is used to convert quantum state

1§) = wly) + vIyT) to uly) — viy), shown as Fig. 4(b),
which could be proved as follows:

Ril§) = @Iyl = D (uly) +v]y))
= 201l — ) — vt} = i) = v|wt). as)

According to the definition of reflection operator, the reflection
operator of |p1), i.e., R, is represented as 2pp )t — 1,
while the reflection operator of [), i.e., Ry, is represented
as 2|yo) (Yol — I. So the Grover node G is shown as follows:

G = [ [Riyo)RppL)- (16)
It is worth mentioning that R|y,, is prepared by R|g) as follows:
Ryyg) = HE"(210)(0] — DH®". a7

As shown in Fig. 4(c) and (d), the amplitude sin& of high-
weight eigenstates |p) is amplified to sin46. As a result, the
probability of the high-weight eigenstates being observed in
the measurement increases.
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The Grover node G

IEEE INTERNET OF THINGS JOURNAL, VOL. 12, NO. 10, 15 MAY 2025

The Measure node M

o - H ———0 0 0 0 0 0 --a—
g1 — H 1 1 1 1 1 1 H
gz — H — 20racle 2Diffusion 20rac! 2Diffusion 20racle 2Diffusion -
g3 = H ——+——3 5 3 3 3 3 H
Qa ——a 4 4 4 4 4 - ”
C = vO0 Y1l ¥2 ¥3
Fig. 6. Quantum circuit of a target agent’s estimation process. Four qubits (q0—q3) represent the size of a quantum particle swarm. ¢ denotes the classical

bits and g4 is an auxiliary qubit. Oracle and Diffusion are the corresponding quantum operators (reflection operators).

4) Quantum States Collapse: The amplitude of f(P) will
be updated after meeting the Grover node. The quantum
particle with high weight in this superposition state has the
largest amplitude and is more likely to be measured with the
Measure node M. In this article, the projection operator [39] is
integrated into M and used to project the high-weight quantum
state onto the eigenstate. So the Measure node M is shown as
follows:

M = |p){p|.

When the initial quantum state meets the Measure node, it will
collapse to |p) with amplitude sin 6 as follows:

(18)

Mf(P) = |p)(p|(sin9|p) + COSG‘pJ‘» —sinflp). (19)

When the Grover node make the amplitude close to 1, the
projection result is the high-weight state approximately. The
expected value is calculated according to the projection result,
and the new position information is estimated.

Fig. 5 shows how the quantum message is delivered on the
local FG, corresponding to the four stages mentioned above.

D. Complexity Analysis

For better illustration, a quantum circuit of a target agent’s
estimation process is shown as Fig. 6 to provide a clearer
representation. For simplicity, this case only uses four qubits
(q0—q3) to construct the quantum particle space. There will
be 2* = 16 quantum particles to represent the target agent’s
state after the Hadamard gate H operation (the blue part in
Fig. 6). The mathematical implementation of the Hadamard
gate is shown as (11). Then, the Grover node G (the purple
part in Fig. 6) amplifies the amplitude of the high-weight
particles. The mathematical implementation of the Grover
node is shown as (16). The Measure node M, the mathematical
implementation of which is shown as (18), collapses the
quantum state (the black part in Fig. 6).

Here is an analysis about the computational time and
delay. In terms of initialization cost, the quantum particle
swarm needs to be reinitialized after each measurement, which
involves using quantum gate operations such as Hadamard
gates to construct new quantum states. This process is rela-
tively efficient in quantum computing. The propagation and

update of quantum states are mainly realized by quantum
search algorithms. The calculation time is related to the size
of the solution space and the number of solutions. This is
also the main source of theoretical delay of the proposed
algorithm. The implementation of the measurement operation
introduces additional delays because the quantum state needs
to be processed and converted into classical information
after each measurement. This process is relatively efficient
in quantum computing. Then, we briefly analyze proposed
method’s complexity. Grover’s search has an ideal number
of iterations Noptimal t0 produce the maximum probability of
measuring a valid output. If the problem has p possible terms
and g of them are solutions to the problem, then Noptimal ~
(/2N (p/q) (refer to [40]). For example, Nopimal in Fig. 6
is Noptimal ~ (71/4)\/E ~ 3. So the Grover node in Fig. 6
consists of three Rjy)R,,1, operations, where Ry, is named
“Oracle” and R}y, is named “Diffusion.” In CT-QBP, the most
critical parameters that affect the computation time are the
quantum particle space size Ny and the number of target agents
N. There is only one solution from Ny items for an agent.
Then, the complexity of CT-QBP is at most O(N x +/Nj).
Correspondingly, classical BP algorithms require O(N x Np),
where N, represents the classical particle space size. When
the classical particle space (N,) and the quantum particle
space (IV,) are the same size, the computational complexity is
reduced from linear O(n) to sublinear O(4/n) by leveraging the
CT-QBP, resulting in a significant improvement in efficiency
for large-scale problems.

V. NUMERICAL SIMULATION AND ANALYSIS

To evaluate the proposed CT-QBP, we conducted several sets
of experiments on the cooperative tracking problem, comparing
them with three other improved target tracking methods: 1) the
UCR-PF method [11]; 2) the AKKF-BP algorithm [17]; and 3)
the error constraint-enhanced quantum particle filter (EC-QPF)
method [41]. The first two methods (UCR-PF and AKKF-BP) are
existing classical advanced methods, and the third method (EC-
QPF) is existing quantum-inspired method. The experimental
setup utilized a computer system running on the Windows 10
operating system, equipped with a 4-core i5 CPU and 8 GB of
memory. Each simulation process commenced with the target
agent starting from its initial position and then proceeding to
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walk for a duration of 60 steps. In this section, we first focused
on two typical experimental scenarios to verify the relationship
between algorithm performance and collaborative network size:
1) a cooperative tracking simulation experiment without fixed
nodes (N = 4, M = 0) and 2) a cooperative tracking simulation
experiment with fixed nodes (N = 4, M = 4). The target agents
keep random walk in these two experimental scenarios. After
that we simulated the scene of change in the number of targets
to verify the relationship between algorithm performance and
number of targets. Then, in order to verify the relationship
between the algorithm performance and the agent’s mobility
pattern, we simulated the scene of the agent performing circular
motion. Finally, the performance of the algorithm under different
sensor noise conditions was verified.

A. Accuracy Verification Experiment (N =4, M = 0)

In this experiment, we set the number of target agents to 4
and the number of fixed nodes to 0. The initial positions of
the target agents are (20, 20), (40, 20), (40, 40), and (20, 40).
Initially, each target agent starts from its respective initial
position and traverses randomly for 60 steps. The movement
trajectories of the four target agents are recorded as the actual
trajectories. Additionally, we capture the inertial measurement
information at each step, with each target agent measuring
distances from all other target agents except itself. The root
mean square error between the true and predicted positions
is calculated at each step to evaluate algorithm performance.
This error serves as the evaluation criterion for algorithm
performance. The formula for calculating the error at each step
is as follows:

N
1 . -
e = ]T/ E ((xi,n - xi,n)z + (yi,n - yﬂ”)z)

n=1

(20)

where i is the current step, and N is the number of the target
agent. The real position of the target agent n at step i is denoted
as (xin,yin), while the estimated position of the target agent
n at step i is denoted as (X; , Yi.n)-

As depicted in Fig. 7(a), the red line represents the
results of CT-QBP, while the orange, blue, and green lines
represent the results of AKKF-BP, UCR-PF, and EC-QPF,
respectively. The estimation error exhibits a gradually increas-
ing trend as the target agents move over time, thus confirming the
cumulative error and drifting issues associated with IMUs. UCR-
PF utilizes a constrained optimization filtering algorithm, which,
although slowing down the error accumulation process, leads to
a gradual reduction in positioning accuracy. On the other hand,
AKKF-BP achieves relatively high accuracy through the BP
algorithm, yet the error trend displays fluctuations. The quantum
inspired algorithm EC-QPF performs similarly to AKKF-BP.
In contrast, CT-QBP not only achieves the highest positioning
accuracy but also maintains a stable error trend. This is attributed
to CT-QBP’s integration of internal and mutual measurements
to enhance positioning accuracy, along with its utilization of
quantum characteristics to mitigate error accumulation during
the state transition process. Fig. 7(b) shows the estimated
trajectory of each algorithm visually. Moreover, as illustrated in
Fig. 7(c), we repeat the aforementioned experimental process
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20 times and calculate the mean square error. CT-QBP exhibits
the least error fluctuation and the highest positioning accuracy,
underscoring the robustness and effectiveness of the algorithm
during execution.

B. Accuracy Verification Experiment (N =4, M = 4)

In this experiment, we selected four target agents and four
fixed nodes. The initial positions of the target agents are
(20, 20), (40, 20), (40,40), and (20,40), while the initial
positions of the fixed nodes are (0,0), (60,0), (60, 60),
and (0, 60). Initially, each target agent commenced from its
respective initial position and moved randomly for 60 steps.
The trajectories of the four target agents were recorded as
the actual trajectories. Additionally, we recorded the inertial
measurement information at each step, with each target agent
measuring distances from all fixed nodes and other target
agents except itself. The root-mean-square error between the
true and predicted positions was calculated at each step.

As illustrated in Fig. 8(a), CT-QBP maintained the high-
est accuracy, consistent with the experimental conclusion
described in the previous section. This shows that the method
proposed in this article is applicable to both scenarios with and
without fixed nodes. Fig. 8(b) shows the estimated trajectory
of each algorithm visually. Furthermore, in 20 repetitions of
the experiment, as depicted in Fig. 8(c), CT-QBP exhibited the
least error fluctuation and the highest positioning accuracy. For
the UCR-PF or AKKF-BP algorithms, the accuracy improved
upon adding fixed nodes compared to cases without fixed
nodes. We attribute this improvement to the fixed nodes pro-
viding more reliable information compared to the target nodes,
given their stationary nature. After adding fixed nodes, the
accuracy of EC-QPF is slightly better than that of AKKF-BP.
This shows that quantum inspired method EC-QPF is suitable
for tracking tasks that provide reliable information, while
classical BP method AKKF-BP is suitable for collaborative
tracking tasks without fixed nodes. Regardless of the presence
of fixed nodes in the cooperative network, the proposed
algorithm’s accuracy and stability remained largely unaffected.
This resilience is attributed to the superposition states of
quantum particles counteracting the uncertainty generated in
the estimation process.

C. Target Number Verification Experiment (N =3/6/12)

In order to verify the performance of the proposed algorithm
under different target number, we set the number of target
agents to 3, 6, and 12, respectively, to compare the tracking
accuracy, while the number of fixed nodes is set to 0. The
initial positions of the target agents are random. Each target
agent starts from its respective initial position and traverses
randomly for 60 steps.

Fig. 9(a)—(c) shows the results when the number of target
agents is 3, 6, and 12, respectively. As illustrated in Fig. 9,
CT-QBP maintained the highest accuracy, consistent with the
experimental conclusion described in the previous section.
This proves that it maintains excellent performance even
in different target number. However, the accuracy of other
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Fig. 7. (a) Estimation error trend (N = 4, M = 0). (b) Tracking results (N = 4, M = 0). (c) Average error trend under 20 repeated experiments (N = 4,
M =0).
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Fig. 8. (a) Estimation error trend (N = 4, M = 4). (b) Tracking results (N = 4, M = 4). (c) Average error trend under 20 repeated experiments (N = 4,
M = 4).

algorithms can only be improved as the number of target
agents increases.

D. Mobility Pattern Verification Experiment

In order to verify the performance of the proposed algorithm
under different motion modes, the target agents keep circular
motion, which is different from the previous experimental
settings. In this experiment, we set the number of target agents
to 4 and the number of fixed nodes to 0. The initial positions of
the target agents are (20, 20), (40, 20), (40, 40), and (20, 40).
Each target agent starts from its respective initial position and
traverses circularly for 60 steps. The trajectory and estimated
results of circular motion are shown in Fig. 10(b).

As illustrated in Fig. 10(a), CT-QBP maintained the high-
est accuracy, consistent with the experimental conclusion
described in the previous subsection. This proves that it
maintains excellent performance even in different mobility
pattern. However, classical tracking algorithm UCR-PF is
affected by mobility pattern. In circular motion mode, its
accuracy is obviously improved compared to random motion
mode. Furthermore, in 20 repetitions of the experiment, as
depicted in Fig. 10(c), CT-QBP exhibited the least error
fluctuation and the highest positioning accuracy.

E. Sensors Noise Verification Experiments

To demonstrate the robustness of the CT-QBP, we conducted
experiments by altering the variance of internal measurements
(step length information and heading angle information) and
mutual measurements (distance information) separately. This

section presents the robustness performance of the four algo-
rithms in the experimental scenarios outlined in the previous
sections, depicted in the same result plot. This approach
allows for easy investigation into which algorithm is the
optimal choice when sensor accuracies, represented by varying
variances, differ. The experimental results presented in this
section represent the average errors from 20 experiments.
Dashed lines indicate the algorithm’s application in a coopera-
tive localization environment without fixed nodes, while solid
lines represent cases with fixed nodes. From Fig. 11(a)—(c),
the following conclusions can be drawn.

1) The CT-QBP algorithm demonstrates superior
performance in both environments, with and without
fixed nodes. It maintains optimal performance even with
increased single variance. This superiority is attributed
to the CT-QBP’s utilization of the quantum superposition
property to mitigate uncertainty associated with message
fusion in BP, thereby enhancing the accuracy and
stability of MCL.

2) Comparing Fig. 11(a) and (b) with Fig. 11(c), it becomes
evident that the algorithm’s performance is more sus-
ceptible to the uncertainty of mutual measurements.
This susceptibility arises because the uncertainty of
internal measurements can be offset by the uncertainty
of quantum states, while mutual measurements, serving
as the basis for the quantum factor to determine state
weight, indirectly affect estimation results.

3) Fig. 11(c) illustrates that with an increase in dis-
tance variance, the accuracy of the CT-QBP algorithm
with fixed nodes surpasses and falls below that of
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of algorithm error for various distance variance cases.

the algorithm without fixed nodes. This discrepancy
occurs because when distance information uncertainty
is low, the fixed node provides more accurate distance
information to the target agent than the information
between target agents. As distance information uncer-
tainty increases, the uncertainty between target agents’
distances and their position uncertainty counterbalance

each other.

VI. CONCLUSION

In this article, we proposed a novel cooperative target track-
ing algorithm, namely, the quantum-inspired BP algorithm

(CT-QBP), to address the limitations of existing localization
algorithms in multitarget cooperative tracking. The algorithm
leverages the quantum superposition property to mitigate
uncertainty associated with message fusion in BP, thereby
enhancing the accuracy and stability of MCL. We adopted
the quantum Monte Carlo idea to simulate message dis-
tribution quantumly, where quantum particles represent the
superposition of multiple states simultaneously. This not only
resolves intractable integrations in message updating on the
FG but also ensures the algorithm’s independence from the
number of particles. FG function nodes were quantized using
quantum unitary transformations and closed box operations to
propagate quantum messages. This innovation circumvents the
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incapacity of traditional FG function nodes to process quantum
messages and introduces a novel approach to implementing
quantum function nodes. Experimental results demonstrated
the algorithm’s superior accuracy and robustness.

This work represents the first endeavor to integrate quantum
computing with FGs and BP to tackle the multiobject cooperative
localization problem. With the ongoing advancement and refine-
ment of quantum technologies, there is widespread anticipation
that quantum computing will broaden its applications, fostering
further innovation and progress in human society’s development.
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